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• Understand complex linguistic phenomena e.g. 
morphological agreement, word order, case marking, suffix usage …

Language Learning, 
Language 

Documentation …

Evaluation of Machine 
output (NLG, MT, 

Grammar correction)

Machine-centric 
applications

Human-centric 
applications

Use of dependencies?
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subj obj

Number agreement in Spanish

Subject-verb 

required-agreement

Object-verb 

chance-agreement

La tieneniña
 un perro

girl.SG has.SG

dog.PL

dog.SG

verb

La tieneniña mucho perros

girl.SG has.SG

Morphological Agreement

niñas tienen

girl.PL has.PL

tieneniña

girl.SG has.SG

• Agreement is the process when one word/morpheme changes form based on  
other word/morpheme’s grammar categories (e.g. number)
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Problem Formulation
• Devise  a task of predicting required-agreement vs chance-agreement

λιµάνι                της             Ηγουµενίτσας         συνδέεται        µε        πολλά           λιµάνια             της              Ιταλίας                 και             της                Αλβανίας 
port.SG            DET            Igoumenítsa.GEN   connect.SG    with     many            port.PL            DET             Italy.GEN             and            DET          Albania.GEN

Raw text →

λιµάνι                   της            Ηγουµενίτσας          συνδέεται          µε          πολλά             λιµάνια              της                Ιταλίας                  και             της                 Αλβανίας

NOUN;NEUT   DET;FEM      PROPN;FEM          VERB               ADP      ADJ;NEUT    NOUN;NEUT    DET;FEM    PROPN;FEM     CCONJ           DET;FEM       PROPN;FEM

Extract syntactic features →

mod

det udep

comp:obj

mod

mod

mod

det

conj

det

Training Sample             Agree?              

PROPN det DET              Yes
NOUN mod ADJ               Yes

PROPN mod NOUN         No

Create Training data → Learn Model →

Leaf -1: 
relation = det, head-POS = NOUN, PROPN, child-POS = *

Leaf -2:  
relation = mod, head-POS = NOUN, PROPN, child-POS = ADJ,PROPN

Leaf-1:  
Required-Agreement


Leaf-2:

Chance-Agreement

Extract Rules
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Rule Labeling

Statistical threshold
required-agreement

Significance 
test 𝝌2

Effect Size

Observed agreement  
distribution is significant

Magnitude of significance is large

How do we assign a label of required-agreement to a leaf?

Leaf 3:not agree: 778, agree: 58076 

   relation = any

   head-pos  = any

   child-pos = aux,adj,verb,pron

Each leaf induces a distribution of agreement over examples 
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Rule Extraction
det, DET, NOUN

amod, ADJ, NOUN

Leaf 3: required-agreement 

   relation = any

   head-pos  = any

   child-pos = aux, adj, verb, pron,  
                    propn, det, num

Leaf 1: chance-agreement 

   relation = conj, det

   head-pos  = any

   child-pos = noun

Leaf 2: chance-agreement 

   relation = comp: obj

   head-pos  = any

   child-pos = noun

node

node

child-pos = aux,adj,verb.pron, 
                   propn, det,num

child-pos = noun

relation = det
relation = comp:obj

Labeled Decision Tree

Spanish Gender Agreement
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Formulate each linguistic question as a prediction task!


Agreement

Case Marking

Word Order

When do syntactic heads show morphological agreement  
(e.g. gender agreement) with their dependents

When does a particular class of words (e.g. nouns)  
take one value (e.g. nominative) over the other?

When is one word order (e.g. subject-verb)  
predominant over the other?

hasAnna food
Nom

‘s
Gen

isAnna eating an apple

subj obj

isWhat eatingAnna

subj

Subject Verb Object Object Subject Verb

obj
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Deriving Linguistic Insights 

General framework to extract descriptions for different linguistic phenomena

Raw text

Extract Features Extract Rules

Agreement

Case Marking

Word Order

POS Tagging

Dependency Parse

Lexico-Semantics

Assumption: Linguistic phenomena can be explained by syntactic/semantic criteria

Suffix Usage
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Deriving Linguistic Insights 

Raw text

Extract Features Extract Rules

Agreement

Case Marking

Word Order

POS Tagging

Dependency Parse

Lexico-Semantics

Suffix Usage

Syntactic Universal  
Dependency  (SUD)  
Treebanks

If expert syntactic analysis available

Automatic Parser 
Multilingual model (e.g. UDIFY)

Yes No
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Types of Linguistic 
Insights



Example Grammar Rules
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• Automatically extracted rules for Spanish gender agreement



Example Grammar Rules
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• Automatically extracted rules for Spanish adjective-noun word order
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Illustrative Examples
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Illustrative Examples
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Other Applications
Automatic Grammar Rule Extraction

Linguists Teachers, Learners
Automatic Extraction of Rules Governing Morphological Agreement 
Chaudhary, Anastasopoulos, Pratapa, Mortensen, Sheikh, Tsvetkov, Neubig.   EMNLP 2020

AutoLEX: An Automatic Framework for Linguistic Exploration 
Chaudhary, Sheikh, Mortensen, Anastasopoulos, Neubig.   In Submission

Evaluating the Morphosyntactic Well-formedness of Generated Texts 
Pratapa, Anastasopoulos, RIjhwani, Chaudhary, Mortensen, Sheikh, Neubig, Tsvetkov.   EMNLP 2020

Grammar Error Correction,  
Natural Language Generation Evaluation

Image credit: Adithya Pratapa 

Machine Output
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Teach a Language


What suffix to use?

Tells you that (t) suffix is used when you need to say “in … “ English!
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General Information of the Language


Understanding the language properties at a glance!

Informs us that Marathi nouns, verbs and pronouns have 4 genders, and esp. nouns

exhibit 3 of those almost equally!
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General Information of the Language


Tells you about the different lexical variations for each gender!
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AutoLEX: https://aditi138.github.io/auto-lex-learn/index.html 


Contact: aschaudh@andrew.cmu.edu 


https://aditi138.github.io/auto-lex-learn/index.html
mailto:aschaudh@andrew.cmu.edu

