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Question Answering

-> Humans have dreamed of asking questions to computers

Image Source: The Hitchhiker's Guide to the Galaxy (2005)
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-> Real examples of question answering systems and tasks you may know
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Question Answering

-> Real examples of question answering systems and tasks you may know

¢ LUNAR
4 |IBM Watson
¢ SQuAD

=> All English-language systems and tasks

-> Raise your hand if you have tried using a digital assistant to answer questionsin a
language other than English



Multilingual Question Answering

-> How to help all people access information easily?
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Systematic Inequalities in Language Technology Performance across the World’s Languages. Blasi et al. 2021.



Question Answering: Two Kinds

1. Open-Retrieval Question Answering (aka Open Domain Question Answering)
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Question Answering: Two Kinds

1.

Open-Retrieval Question Answering (aka Open Domain Question Answering)

- Given a question, find an answer (if one exists) from a text corpus

Q: “Where did
Beyoncé grow up?”

 ——
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A: “Houston”
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Question Answering: Two Kinds

1. Open-Retrieval Question Answering (aka Open Domain Question Answering)
- Given a question, find an answer (if one exists) from a text corpus

2. Knowledge Graph Question Answering
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Question Answering: Two Kinds

2. Knowledge Graph Question Answering

- Given a question, find an answer (if one exists) from a knowledge graph

Q: “Where did —
Beyoncé grow up?” Solange

raised in

—p [ A: “Houston”




Question Answering: Two Kinds

2. Knowledge Graph Question Answering

- Given a question, find an answer (if one exists) from a knowledge graph

Q: “What will tomorrow’s |_ today Now
high temperature be?”

high-temp



Open-Retrieval QA
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@

Open-Retrieval QA Beyoncé Giselle

Knowles-Carter is
an American singer,
songwriter, and

p . /\ actress. Born and
Q: “Where did I Text Corpus raised in Houston,

Beyoncé grow up?” Texas, Beyoncé

e performed in

e singing and dancing

s e competitions as a
child.

l l j

A4

A: “Houston”
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-
Step 1 @

Open-Retrieval QA | Passage Beyoncé Giselle
Retrieval Knowles-Carter is

an American singer,
songwriter, and

: actress. Born and
Q: “Where did >/Text(m raised in Houston,

Beyoncé grow up?” Texas, Beyoncé

e performed in

e singing and dancing

s e competitions as a
child.

l l J

A4

A: “Houston”
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Open-Retrieval QA Beyoncé Giselle

Knowles-Carter is
an American singer,
songwriter, and

p . /\ actress. Born and
Q: “Where did I Text Corpus raised in Houston,

Beyoncé grow up?” Texas, Beyoncé

e performed in

rceenn singing and dancing

i competitions as a
child.

& )
Step 2
Reading

Comprehension

A4

A: “Houston”




Passage Retrieval

-> Givenaquery qand acollection of documents D ={d, ..., d, }, return the most relevant
documentd € D for g

@ Challenge: How to define score(q, d)

19



Passage Retrieval: tf-idf

- Classic approach (Sparck Jones 1972)

-> Twoingredients:
€ Termfrequency (TF)
e how often term appears in adocument
€ Inverse document frequency (IDF)

e how many total documents contain a term

tft,d
dfy

- score(q,d) = Z

teq
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http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.115.8343&rep=rep1&type=pdf

Passage Retrieval: BM25

- More complex variant of tf-idf (Robertson and Walker 1994)

tft.d
- score(q,d Zlog ( ) :
= df (1 —b+b(%)) PP

Speech and Language Processing, 3rd edition (draft). Jurafsky and Martin 2021.
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https://trec.nist.gov/pubs/trec8/papers/okapi.pdf

Passage Retrieval: BM25

- More complex variant of tf-idf (Robertson and Walker 1994)

IDF Term Weight
tft,d
- score(q, lo ( ) ’
(g,d ; s b(1— b+ (i) + 1
€q - t,d

Speech and Language Processing, 3rd edition (draft). Jurafsky and Martin 2021.
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https://trec.nist.gov/pubs/trec8/papers/okapi.pdf

Passage Retrieval: BM25

- More complex variant of tf-idf (Robertson and Walker 1994)

IDF Term Weight
tft,d
- score(q, lo ( ) :
0 tz “\df, E(1—b+4(2L)) +¢f
€q - t,d

Document Length Normalization

Speech and Language Processing, 3rd edition (draft). Jurafsky and Martin 2021.
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https://trec.nist.gov/pubs/trec8/papers/okapi.pdf

Passage Retrieval: BM25

- More complex variant of tf-idf (Robertson and Walker 1994)

> score(q,d) = Zlog (dft) k’(

Speech and Language Processing, 3rd edition (draft). Jurafsky and Martin 2021.
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https://trec.nist.gov/pubs/trec8/papers/okapi.pdf

Passage Retrieval: BM25

- More complex variant of tf-idf (Robertson and Walker 1994)

tft,d
= score(q, d Zlog( ft) 4
teq 2+ )(Idavgl) + tft,d

-> Like tf-idf, requires no supervision

Speech and Language Processing, 3rd edition (draft). Jurafsky and Martin 2021.
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https://trec.nist.gov/pubs/trec8/papers/okapi.pdf

Passage Retrieval: BM25

Unsupervised
BM25 18.4 62.9,78.3 76.4,83.2
ICT - 50.9, 66.8 57.5,73.6
MSS - 59.8,749 68.2,79.4
Contriever - 67.2,81.3 74.2,83.2
cpt-text S 19.9 635,712 T5:1; 81.7
cpt-text M 20.6 68.7,79.6 78.0, 83.8
cpt-text L 215 73.0, 83.4 80.0, 86.8
cpt-text XL 22,7 78.8, 86.8 82.1, 86.9

Text and Code Embeddings by Contrastive Pre-Training. Neelakantan et. al. 2021.
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Passage Retrieval: BM25

Cost to encode
6M articles:

$17,000
$25,000
$126,000
$1,260,000

Unsupervised
BM25 18.4 62.9,78.3 76.4, 83.2
ICT - 50.9, 66.8 57.5,73.6
MSS - 59.8,749 68.2,79.4
Contriever - 67.2,81.3 74.2,83.2
cpt-text S 19.9 65.5,71.2 15.1; 81.7
cpt-text M 20.6 68.7,79.6 78.0, 83.8
cpt-text L 215 73.0, 83.4 80.0, 86.8
cpt-text XL 22.7 78.8, 86.8 82.1, 86.9

Text and Code Embeddings by Contrastive Pre-Training. Neelakantan et. al. 2021.
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Dense Passage Retrieval

-> Usetwo deep encoders

2  hy = cls(BERT(q))
hgq = cls(BERT p(d))

Dense Passage Retrieval for Open-Domain Question Answering. Karpukhin et al. 2020.
Speech and Language Processing, 3rd edition (draft). Jurafsky and Martin 2021.
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Dense Passage Retrieval

[CLS] Where did Beyoncé grow up?

A

-> Usetwo deep encoders BERT, 20': \

> hy = cls(BERTG(q)) teeeee
sssese

hgq = cls(BERT p(d))
BERT, i:l

[CLS] Beyoncé Giselle

Knowles-Carter is an American
singer, songwriter, and actress.
Born and raised in Houston, ...

score(q,d) = hg - hq

Dense Passage Retrieval for Open-Domain Question Answering. Karpukhin et al. 2020.
Speech and Language Processing, 3rd edition (draft). Jurafsky and Martin 2021. 29



Dense Passage Retrieval

-> Usetwo deep encoders

2> h, = cls(BERT
, = cls(BERTG(q)) el s -
hgq = cls(BERT p(d))

-> Index search corpus offline
-> For anew query:
€ Encode the query using BERT

€ Perform “maximum inner product search” against search corpus

Dense Passage Retrieval for Open-Domain Question Answering. Karpukhin et al. 2020.
Speech and Language Processing, 3rd edition (draft). Jurafsky and Martin 2021.
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Dense Passage Retrieval

-> Usetwo deep encoders

2  hy = cls(BERT(q)) score(q.d) = h, - hy
@) = Ng

hgq = cls(BERT p(d))

=> Trained on a set of questions tagged with known relevant and non-relevant documents
€ Encoders are fine-tuned on this dataset

€ Largedatasetis required, creating a challenge for low-resource languages

Dense Passage Retrieval for Open-Domain Question Answering. Karpukhin et al. 2020.
Speech and Language Processing, 3rd edition (draft). Jurafsky and Martin 2021.
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Dense Passage Retrieval

Extra
Rank Model Precision@1004 Precision@20 Training Paper
Data

Domain-matched Pre-training Tasks for

. 1 DPR-PAQ 89.22 84.68 v .
7] ”
Natural Questions TjeriEe REEGERR
Dataset Leaderboard RocketQA: An Optimized Training Approach
2  RocketQA 88.5 82.7 X to Dense Passage Retrieval for Open-
Domain Question Answering
DPR+ELECTRA-large-extreader- R2-D2: A Modular Baseline for Open-
3 88.25 85.26 X < ; .
reranker Domain Question Answering
DPR+RoBERTa-base-crossencoder- R2-D2: A Modular Baseline for Open-
4 88.03 84.46 g . 4
reranker Domain Question Answering
5 ANCE 875 819 Approximate Nearest Neighbor Negative
i : Contrastive Learning for Dense Text Retrieval
Dense Passage Retrieval for Open-Domain
6 DPR 86 79.4 . .
Question Answering
Generation-Augmented Retrieval for Open-
7 BM25+RM3 79.6 64.2

domain Question Answering

Natural Questions: a Benchmark for Question Answering Research. Kwiatkowski et al. 2019.
Dense Passage Retrieval for Open-Domain Question Answering. Karpukhin et al. 2020.
Speech and Language Processing, 3rd edition (draft). Jurafsky and Martin 2021.



Reading Comprehension

- Given a question g and a passage p, return an answer s

€ (or determine that no answer exists in the passage)

Speech and Language Processing, 3rd edition (draft). Jurafsky and Martin 2021.

@

Q: “Where did
Beyoncé grow up?”

Beyoncé Giselle
Knowles-Carter is an
American singer, songwriter,
and actress. Born and
raised in Houston, Texas,
Beyoncé performed in
singing and dancing
competitions as a child.

'

A: “Houston”
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Reading Comprehension

- Given a question g and a passage p, return an answer s

€ (or determine that no answer exists in the passage)

Speech and Language Processing, 3rd edition (draft). Jurafsky and Martin 2021.

@

Q: “Who is
Beyoncé’s sister?”

Beyoncé Giselle
Knowles-Carter is an
American singer, songwriter,
and actress. Born and
raised in Houston, Texas,
Beyoncé performed in
singing and dancing
competitions as a child.

'

No answer

34



Reading Comprehension

-> Two kinds of reading comprehension:
a. Extractive QA: answer is assumed to be a

span in the passage p

Speech and Language Processing, 3rd edition (draft). Jurafsky and Martin 2021.

Q: “Where did
Beyoncé grow up?”

@

Beyoncé Giselle
Knowles-Carter is an
American singer, songwriter,
and actress. Born and
raised in|Houston) Texas,
Beyoncé performed in
singing and dancing
competitions as a child.
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Reading Comprehension

-> Two kinds of reading comprehension:

b. Generative QA: answer is freely generated,

given the passage p

Speech and Language Processing, 3rd edition (draft). Jurafsky and Martin 2021.

Q: “Is Beyoncé from the

Southern United States?”

@

)

Beyoncé Giselle
Knowles-Carter is an
American singer, songwriter,
and actress. Born and
raised in Houston, Texas,
Beyoncé performed in
singing and dancing
competitions as a child.

l

A: “Yes”

36



Reading Comprehension: Extractive Baseline

-> Concatenate the question and passage

V

Encode each token in the passage

-> Predict P(start) and P(end) at each

token (locally normalized) i
Encoder (BERT) )
ot rr o f
[CLS] d; 77 4, [SEP]& P&
Question Pa;;age

Diagram from Jurafsky and Martin, 3rd ed.

A BERT Baseline for the Natural Questions. Alberti, Lee, and Collins 2019.
Speech and Language Processing, 3rd edition (draft). Jurafsky and Martin 2021. 37



Reading Comprehension: Generative Baseline

-> Concatenate the question and passage a, a, coe a,
-> Using a pretrained sequence-to-sequence b I I I
model, generate an answer that maximizes T5 Decoder
P(answer | [question, passage])
T5 Encoder
bt bt f
[CLS] J1 Y a [SEP] P1 s P,

Question

Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer. Raffel et al. 2020.

Passage

38




Multilinguality

-> Most Open-Retrieval QA datasets are in English

Data Type Language
Questions English
Answers English
Text Corpus English

Benchmarks

These leaderboards are used to track progress in Question Answering

Trend

Dataset

SQuAD1.1

SQuAD1.1dev

SQUAD2.0

HotpotQA

WikiQA

Quora Question Pairs

CNN / Daily Mail

TriviaQA

SQuUAD2.0 dev

bAbi

Natural Questions (short)

Best Model

{ANNA} (single model)

T5-11B

|IE-Net (ensemble)

BigBird-etc

TANDA-RoBERTa (ASNQ, WikiQA)

XLNet (single model)

GA+MAGE (32)

SpanBERT

XLNet (single model)

STM

BERTwwm + SQUAD 2 39



Multilinguality

-> Most Open-Retrieval QA datasets are in English

Data Type Language
Questions English
Answers English
Text Corpus English

-> Can we support questions in another language

=> Canwe search against a corpus in another language?

40



Multilinguality

-> Tworelated problem settings in Open-Retrieval QA:
1) Multilingual QA
2) Crosslingual QA

41



Multilinguality

-> Tworelated problem settings:

1)

Multilingual QA

Data Type
Questions
Answers

Text Corpus

Language
Language X
Language X

Language X

42



Multilinguality

Data Type Language

Questions Chinese
-> i :
Two related problem settings ANSWers Chinese
1) Multilingual QA

Text Corpus Chinese

//_\ (a

 “HRLEWREKK?” —> itc‘”pi/—’ S AR AT

@e—— >

= Enitk
HAEE

A: cc'*mihﬁu

EMAR T TERY
ZER o NEESER
BB *
@
. .




Multilinguality

-> Tworelated problem settings:

2)

Crosslingual QA

Data Type
Questions
Answers

Text Corpus

Language
Language X
Language Y

Language Z

44



Multilinguality
Data Type Language
Questions Tamil
-> i :
Two related problem settings ANSWers Tami
1) Multilingual QA
Text Corpus English
2) Crosslingual QA
(@

Q m .« s Beyonceé Giselle

: “LIIWLIITédTeN) //_\ Knowles-Carter is

6TRIGS w » an American
singer, songwriter,

eer IJ!_I)Q')II J7?” — and actress. Born
prpe and raised in
@ Houston, Texas, ...

v

A: 45
“ANTOONY X’

is a concept in
artificial intelligence,

)




Multilingual Open-Retrieval QA

-> Approach 1: Zero-Shot Transfer
€ Choose a multilingual encoder (e.g. XLM-R)
€ Finetuneit on an English-language QA dataset (e.g. SQUAD)

€ Transfer the encoder to a new language (e.g. Tamil)

46



Multilingual Open-Retrieval QA

-> Problem: zero-shot transfer usually doesn’'t work great

€ Justgiving afew target-language examples helps a lot

Task Model k=0 score A  score A score A score A score A
k=2 k=4 k=6 k=8 k=10

MBERT  45.62 48.12 2.50 48.66 3.04 4934 372 49091 429 50.19 4.57
XLM-R  53.68 53.73 0.05 53.84 0.17 54.76 1.08 55.56 1.88 55.78 2.10

47

XQUAD

From Zero to Hero: On the Limitations of Zero-Shot Language Transfer with Multilingual Transformers. Lauscher et al. 2021.



Multilingual Open-Retrieval QA

-> Approach 2: Translation-Based Adaptation
€ ‘Translate-Test”
e Translate question to English
e Apply an off-the-shelf English QA system against an English text corpus
e Translate the answer into the language of your choice

€ Discussed in the Ruder reading

Bootstrap Pattern Learning for Open-Domain CLQA. Shima and Mitamura 2010.
Multi-domain Multilingual Question Answering [blog post]. Sebastian Ruder 2021.

48



Multilingual Open-Retrieval QA

-> Approach 2: Translation-Based Adaptation
€ “Translate-Test”

@
English Corpus Beyoncé Giselle

P w Knowles-Carter is an
Q: L. Q Where American singer, songwriter,
“Nwlmesrery | —» | did ’ P— F— and actress. Born and raised
sTRICS Translate | Beyonceé s et s in Houston, Texas, ...
TH&MT?” Question | grow up?” )
(ta -> en)
A: “Houston”
Translate
Answer
(en -> ta)
Bootstrap Pattern Learning for Open-Domain CLQA. Shima and Mitamura 2010. A
. 49

Multi-domain Multilingual Question Answering [blog post]. Sebastian Ruder 2021.
“ANTOONY X’




Data Type

Multilingual Open-Retrieval QA

Questions

Answers
-> Approach 2: Translation-Based Adaptation

€ ‘“Translate-Test”

Text Corpus

e Suffers from error propagation from MT systems + QA system
e Answers must be found in an English corpus

o Leadsto anglocentric QA systems

Bootstrap Pattern Learning for Open-Domain CLQA. Shima and Mitamura 2010.
Multi-domain Multilingual Question Answering [blog post]. Sebastian Ruder 2021.

Language
Tamil
Tamil

English

50



Data Type Language

Multilingual Open-Retrieval QA

Questions Tamil
Answers Tamil
-> Approach 2: Translation-Based Adaptation _
Text Corpus English

€ “Translate-Train”
e Translate full training data (questions, answers, and text corpus/passages) to
target language

e Train model in target language

Bootstrap Pattern Learning for Open-Domain CLQA. Shima and Mitamura 2010.
Multi-domain Multilingual Question Answering [blog post]. Sebastian Ruder 2021.
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Data Type Language

Multilingual Open-Retrieval QA

Questions Tamil
Answers Tamil
-> Approach 2: Translation-Based Adaptation _
Text Corpus English

€ ‘Translate-Train”
e Translate full training data (questions, answers, and text corpus/passages) to
target language
e Train model in target language

e Attesttime, run open-retrieval QA system on translated text corpus

Bootstrap Pattern Learning for Open-Domain CLQA. Shima and Mitamura 2010.
Multi-domain Multilingual Question Answering [blog post]. Sebastian Ruder 2021.
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Data Type

Multilingual Open-Retrieval QA

Questions

Answers
-> Approach 2: Translation-Based Adaptation

€ “Translate-Train”

Text Corpus

e Requires translating full text corpus (e.g. English Wikipedia)

e Text corpus (and training data) are noisy due to MT errors

Bootstrap Pattern Learning for Open-Domain CLQA. Shima and Mitamura 2010.
Multi-domain Multilingual Question Answering [blog post]. Sebastian Ruder 2021.

Language
Tamil
Tamil

English

53



Multilingual Open-Retrieval QA

-> Approach 3: multilingual retriever-generator (Asai et al. 2021)
€ Method for cross-lingual QA without doing any translation

€ Searchfor answers from corpora from multiple languages

One Question Answering Model for Many Languages with Cross-lingual Dense Passage Retrieval. Asai et al. 2021.
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Multilingual Open-Retrieval QA

-> Approach 3: multilingual retriever-generator (Asai et al. 2021)

Eye of the Tiger
«Eye of the Tiger»
fue escrita
— — Frankie Sullivan

g*: quién escribib mDPR: y Jim Peterik mGEN: Franki
la cancién eye of Multilingual ___, — Multilingual — ‘l;:ill nkie
the tiger (who wrote Dense Passage Eye of the Tiger s Sullivan
the song eye of the tiger) Retriever Eye of the Tiger Generator

Sw Y1%°22 111 R
NIRRT P10 NP
1 1275w, 92°°2710
129980 P15

One Question Answering Model for Many Languages with Cross-lingual Dense Passage Retrieval. Asai et al. 2021.
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Multilingual Open-Retrieval QA

-> Approach 3: multilingual retriever-generator (Asai et al. 2021)

Eye of the Tiger
«Eye of the Tiger»
fue escrita
. __ Frankie Sullivan

q": quién escribi6 mDPR: y Jim Peterik mMmGEN: Franki
la cancion eye of Multilingual ——  Multilingual Sullivas
the tiger (who wrote Dense Passage Eye of the Tiger Answer T
the song eye of the tiger) Retriever Eye of the Tiger Generator

SW avIR°a 1A R
AP INRT P NP
1 1275w, 92°°2710

129980 P15

Leverage “multilingual DPR” to retrieve passages
of any language from queries of any language

One Question Answering Model for Many Languages with Cross-lingual Dense Passage Retrieval. Asai et al. 2021.
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Multilingual Open-Retrieval QA

-> Approach 3: multilingual retriever-generator (Asai et al. 2021)

g*: quién escribi6
la cancién eye of
the tiger (who wrote
the song eye of the tiger)

One Question Answering Model for Many Languages with Cross-lingual Dense Passage Retrieval. Asai et al. 2021.

Eye of the Tiger

«Eye of the Tiger»

fue escrita

Frankie Sullivan
mDPR: y Jim Peterik mGEN:
Multilingual Multilingual

Dense Passage Eye of the Tiger Answer
Retriever Eye of the Tiger Generator

SW avIR°a 1A R
AP INRT P NP
1 1275w, 92°°2710

129980 P15

Retrieve relevant passages from
multiple languages’ text corpora

57



Multilingual Open-Retrieval QA

-> Approach 3: multilingual retriever-generator (Asai et al. 2021)

Eye of the Tiger
«Eye of the Tiger»
fue escrita
: _ Frankie Sullivan

g": quién escribi6 mDPR: y Jim Peterik mGEN:
la cancion eye of Multilingual __, Multilingual
the tiger (who wrote Dense Passage Eye of the Tiger Answer
the song eye of the tiger) Retriever Eye of the Tiger Generator

SW 7YIR*22 AT R
NIRRT P10 NP
1 1275w, 92°°2710

129980 P15

Use multilingual answer
generator (“mT5”) to
generate target-language
answer from several
multilingual passages.

Frankie
Sullivan

One Question Answering Model for Many Languages with Cross-lingual Dense Passage Retrieval. Asai et al. 2021.

mT5: A Massively Multilingual Pre-trained Text-to-Text Transformer. Xue et al. 2021.

58



Multilingual Open-Retrieval QA

-> Approach 3: multilingual retriever-generator (Asai et al. 2021)

Eye of the Tiger
«Eye of the Tiger»
fue escrita
— — Frankie Sullivan

g*: quién escribib mDPR: y Jim Peterik mGEN: Franki
la cancién eye of Multilingual ___, — Multilingual — ‘l;:ill nkie
the tiger (who wrote Dense Passage Eye of the Tiger s Sullivan
the song eye of the tiger) Retriever Eye of the Tiger Generator

Sw Y1%°22 111 R
NIRRT P10 NP
1 1275w, 92°°2710
129980 P15

€ Challenge: lack of training data for mDPR and mGEN modules

One Question Answering Model for Many Languages with Cross-lingual Dense Passage Retrieval. Asai et al. 2021.
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Multilingual Open-Retrieval QA

-> Approach 3: multilingual retriever-generator (Asai et al. 2021)

Eye of the Tiger
«Eye of the Tiger»
fue escrita
— — Frankie Sullivan

g*: quién escribib mDPR: y Jim Peterik mGEN: Franki
la cancién eye of Multilingual ___, — Multilingual — ‘l;:ill nkie
the tiger (who wrote Dense Passage Eye of the Tiger s Sullivan
the song eye of the tiger) Retriever Eye of the Tiger Generator

Sw Y1%°22 111 R
NIRRT P10 NP
1 1275w, 92°°2710
129980 P15

€ Challenge: lack of training data for mDPR and mGEN modules

e Solution: iterative self-training

One Question Answering Model for Many Languages with Cross-lingual Dense Passage Retrieval. Asai et al. 2021.
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Multilingual Open-Retrieval QA

-> Approach 3: multilingual retriever-generator (Asai et al. 2021)

F1 EM BLEU

Evaluation on “XOR-QA” dataset

One Question Answering Model for Many Languages with Cross-lingual Dense Passage Retrieval. Asai et al. 2021.
XOR QA: Cross-lingual Open-Retrieval Question Answering. Asai et al. 2020 61



Multilingual Open-Retrieval QA

-> Aside: some QA metrics

F1 EM BLEU

e F1:treat generated and ground-truth answers as bags of tokens

o Compute precision and recall of token matches

Speech and Language Processing, 3rd edition (draft). Jurafsky and Martin 2021. 62



Multilingual Open-Retrieval QA

-> Aside: some QA metrics

Generated: “Cavalier King Charles Spaniel”

Actual: “King Charles” F1

Procision = 2 Recall = Fq = 2precision*recall _ g
recision = 4 ecall = 1 ~ " precision + recall 3

e F1:treat generated and ground-truth answers as bags of tokens

o Compute precision and recall of token matches

Speech and Language Processing, 3rd edition (draft). Jurafsky and Martin 2021.

BLEU

63



Multilingual Open-Retrieval QA

-> Aside: some QA metrics

Generated: “Cavalier King Charles Spaniel”
Actual: “King Charles” F1 EM BLEU

Exact Match? False

e F1:treat generated and ground-truth answers as bags of tokens
o Compute precision and recall of token matches

e EM: how often does generated answer exactly match ground-truth answer?

Speech and Language Processing, 3rd edition (draft). Jurafsky and Martin 2021. o4



Multilingual Open-Retrieval QA

-> Aside: some QA metrics

Generated: “Cavalier King Charles Spaniel”
Actual: “King Charles” F1 EM BLEU

e F1:treat generated and ground-truth answers as bags of tokens

o Compute precision and recall of token matches
e EM: how often does generated answer exactly match ground-truth answer?
e BLEU: n-gramoverlap

Speech and Language Processing, 3rd edition (draft). Jurafsky and Martin 2021. 65



Multilingual Open-Retrieval QA

-> Approach 3: multilingual retriever-generator (Asai et al. 2021)

F1 EM BLEU

Evaluation on “XOR-QA” dataset

One Question Answering Model for Many Languages with Cross-lingual Dense Passage Retrieval. Asai et al. 2021.
XOR QA: Cross-lingual Open-Retrieval Question Answering. Asai et al. 2020 66



Multilingual Open-Retrieval QA

-> Approach 3: multilingual retriever-generator (Asai et al. 2021)

Models

Target Language L, F1

Macro Average

Ar Bn Fi Ja Ko Ru Te F1 EM BLEU
theirmodel | CORA 598 404 422 445 271 459 44.7 | 435 335 311
SER 320 23.1 236 144 136 11.8 220 | 20.1 135 20.1
GMT+GS 31.5 190 183 88 20.1 19.8 13.6 | 187 12.1 16.8
MT+Mono 25.1 127 204 129 105 157 0.8 | 14.0 105 11.4
MT+DPR 76 59 162 90 53 55 08 | 72 33 6.3
BM25 31.1 219 214 124 121 17.7 - - — -

One Question Answering Model for Many Languages with Cross-lingual Dense Passage Retrieval. Asai et al. 2021.

Evaluation on “XOR-QA” dataset

XOR QA: Cross-lingual Open-Retrieval Question Answering. Asai et al. 2020
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Multilingual Open-Retrieval QA

-> Approach 3: multilingual retriever-generator (Asai et al. 2021)

their model

“Translate-Test”

One Question Answering Model for Many Languages with Cross-lingual Dense Passage Retrieval. Asai et al. 2021.

Models Target Language L; F1 Macro Average
Ar Bn Fi Ja Ko Ru Te F1 EM BLEU

CORA 598 404 422 445 27.1 459 44.7 | 435 335 311
SER 320 23.1 236 144 136 11.8 220 | 20.1 135 20.1
GMT+GS 3.5 19.0 183 88 20.1 198 13.6 | 18.7 12.1 16.8
MT+Mono 251 127 204 129 105 157 0.8 | 140 10.5 11.4
MT+DPR 76 59 162 90 53 55 08 | 72 33 6.3
BM25 31.1 219 214 124 121 17.7 - — — -

Evaluation on “XOR-QA” dataset

XOR QA: Cross-lingual Open-Retrieval Question Answering. Asai et al. 2020
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Multilingual Open-Retrieval QA

-> Approach 3: multilingual retriever-generator (Asai et al. 2021)

their model

Models Target Language L; F1 Macro Average
Ar Bn Fi Ja Ko Ru Te F1 EM BLEU
CORA 598 404 422 445 271 459 44.7 | 435 335 311
Note: the F1 and EM scores for the English Natural Questions dataset are 79.6 and 71.9
Evaluation on “XOR-QA” dataset
One Question Answering Model for Many Languages with Cross-lingual Dense Passage Retrieval. Asai et al. 2021.
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XOR QA: Cross-lingual Open-Retrieval Question Answering. Asai et al. 2020



Multilingual QA Datasets

=> Machine Reading Comprehension

On the Cross-lingual Transferability of Monolingual Representations. Artetxe et al. 2019.
MLQA: Evaluating Cross-lingual Extractive Question Answering. Lewis et al. 2019.
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Multilingual QA Datasets

=> Multilingual Machine Reading Comprehension
€ XQuAD (Artetxe et al. 2020)
e Basedon 1.1K SQUAD question-answer-passage triples
e Each professionally translated into 10 languages
€ MLQA (Lewis et al. 2020)

e ~5Ksamplesineach of 6 languages + English

On the Cross-lingual Transferability of Monolingual Representations. Artetxe et al. 2019.
MLQA: Evaluating Cross-lingual Extractive Question Answering. Lewis et al. 2019.
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Multilingual QA Datasets

=> Multilingual Open-Retrieval QA
€ MKQA (Longpre et al. 2020)
e 10K QA pairs from Natural Questions (Kwiatkowski et al. 2020) are translated
into 26 languages

e Assumes answer can be found from English Wikipedia

Natural Questions: a Benchmark for Question Answering Research. Kwiatkowski et al. 2020.
MKQA: A Linguistically Diverse Benchmark for Multilingual Open Domain Question Answering. Longpre et al. 2020.
TyDi QA: A Benchmark for Information-Seeking Question Answering in Typologically Diverse Languages. Clark et al. 2020..
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Multilingual QA Datasets

=> Multilingual Open-Retrieval QA
€ MKQA (Longpre et al. 2020)
e 10K QA pairs from Natural Questions (Kwiatkowski et al. 2020) are translated
into 26 languages
e Assumes answer can be found from English Wikipedia
€ TyDi QA (Clark et al. 2020)
e 200K QA pairs are collected naturally in 11 languages

e Text corpusiseach language’s native Wikipedia

Natural Questions: a Benchmark for Question Answering Research. Kwiatkowski et al. 2020.
MKQA: A Linguistically Diverse Benchmark for Multilingual Open Domain Question Answering. Longpre et al. 2020.
TyDi QA: A Benchmark for Information-Seeking Question Answering in Typologically Diverse Languages. Clark et al. 2020..
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Translationese

-> Every dataset until TyDi QA translated English QA pairs into a target language
-> Problems:

TyDi QA: A Benchmark for Information-Seeking Question Answering in Typologically Diverse Languages. Clark et al. 2020..
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Translationese

-> Every dataset until TyDi QA translated English QA pairs into a target language
=> Problems:
1) Translated questions may not be natural
e Translations into free word-order languages are more likely to adopt English

word order

TyDi QA: A Benchmark for Information-Seeking Question Answering in Typologically Diverse Languages. Clark et al. 2020..
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Translationese

-> Every dataset until TyDi QA translated English QA pairs into a target language
=> Problems:
1) Translated questions may not be natural
e Translations into free word-order languages are more likely to adopt English
word order
2) Answers are assumed to be Anglocentric
e e.g. The question “Which Indian lawyer advocated the preservation of
Marina Beach in Chennai?” cannot be answered from English Wikipedia

o Answer: V.Krishnaswamy lyer (@@Q})GUM&GHHLQQUJIT)

TyDi QA: A Benchmark for Information-Seeking Question Answering in Typologically Diverse Languages. Clark et al. 2020.. 76



Multilingual QA Datasets

=> Crosslingual Open-Retrieval QA
€ XOR-QA (Asai et al.2020)
e Simply TyDi QA with an added feature
e Ifthe question has no answer in the original language, a translated answer in

English wikipedia is provided

XOR QA: Cross-lingual Open-Retrieval Question Answering. Asai et al. 2020..
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Multilingual QA Datasets

-  XQuAD, MLQA, and TyDi-QA are all included in XTREME multilingual modeling
benchmark (Hu et al 2020)

XTREME: A Massively Multilingual Multi-task Benchmark for Evaluating Cross-lingual Generalization. Hu, Ruder, et al. 2020.
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|
Knowledge Graph QA yesterday

Q: “What will tomorrow’s
high temperature be?”

high-temp
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|
Knowledge Graph QA yesterday

Q: “What will tomorrow’s
high temperature be?”

high-temp

=> Goal: convert question into a query on a structured knowledge graph

& Semantic parsing

80

Semantic parsing on freebase from question-answer pairs. Berant et al. 2013.



Knowledge Graph QA Methods

-> Little work has been done in this space
->  Known methods:
1) Zero-Shot Transfer
2) Translation-Based Adaptation (e.g. “Translate-Train”)

e Usedinthe paper givenin the reading

Improving Zero-Shot Cross-lingual Transfer for Multilingual Question Answering over Knowledge Graph. Zhou et al. 2021.
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Knowledge Graph QA Methods

-> Little work has been done in this space
->  Known methods:
1) Zero-Shot Transfer
2) Translation-Based Adaptation (e.g. “Translate-Train”)
e Usedinthe paper givenin the reading (Zhou et al 2021)
e Inthe paper, they leverage word-level translation (“unsupervised bilingual
lexicon induction” instead of true MT

o Motivation: KGQA mainly is concerned with phrase-level semantics

Improving Zero-Shot Cross-lingual Transfer for Multilingual Question Answering over Knowledge Graph. Zhou et al. 2021.
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Knowledge Graph QA Datasets

=> Dataset for Multilingual KGQA
€ RuBQ20 (Rybinetal.2021)

e 2910 questions in Russian to be answered using Wikidata (multilingual)

€ CWQ(Cuietal 2021)
e 10K questions in English, Hebrew, Kannada and Chinese
e Each accompanied with a SPARQL query, which gives the correct answer

when run on Wikidata

RuBQ 2.0: An innovated Russian question answering dataset. Rybin et al. 2021.
Multilingual Compositional Wikidata Questions. Cui et al. 2021.

83



Knowledge Graph QA Datasets

=> Dataset for Multilingual KGQA
€ QALD-9-plus (Perevalov et al 2022)
e ReleasedinFeb. 2022
e 558 QA pairs to be answered using DBPedia (multilingual KG)
e Questionsin 8 languages:
o German, Russian, French, Armenian, Belarusian, Lithuanian, Bashkir,

and Ukrainian

QALD-9-plus: A Multilingual Dataset for Question Answering over DBpedia and Wikidata Translated by Native Speakers.
Perevalov et al. 2021.
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Open Problems in Multilingual QA

=> Multilingual KGQA
€ New-ishresearch area
-> Crosslingual QA
€ Plenty of room for improvement
-=>  Multimodal Multilingual QA
€ How toleverage non-linguistic cues?
-> Code-Switchingin QA

€ Answering code-mixed questions

Multi-domain Multilingual Question Answering [blog post]. Sebastian Ruder 2021.
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Discussion Question

-> Read either:

€ One Question Answering Model for Many Languages with Cross-lingual Dense

Passage Retrieval (Asai et al 2021)

€ Improving Zero-Shot Cross-lingual Transfer for Multilingual Question Answering

over Knowledge Graph (Zhou et al 2021)

€ Multi-domain Multilingual Question Answering (Ruder 2021 [blog post])
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https://arxiv.org/abs/2107.11976
https://aclanthology.org/2021.naacl-main.465/
https://ruder.io/multi-qa-tutorial/index.html#multilingual-qa-models

Discussion Question

-> Think about a practical question-answering application for a language or domain of
interest to you, with an eye towards low-resource or crosslingual QA.
€ What population would use this application in that language/domain, if any?
€ Do you think the methods in this paper would work for your language/domain?
€ \What other resources or strategies might you consider to solve and evaluate this

task? (optional)

87



