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Linguistic diversity: ~7000 languages



Linguistic Diversity

There are about 460 languages in India.
1.38 billion people



Linguistic Diversity

Africa is a continent with a very high linguistic diversity: 
there are an estimated 1.5-2K African languages from 6 language families.
1.33 billion people



Low-resource/multilingual NLP

https://jodi.graphics/2018/05/11/internet-users-as-of-
population/

40% of world’s population: South Asia - 1.75 billion, Africa - 1.3 billion, etc.



How to define similarity across languages? 

● Word overlap and sub-word overlap
○ Russian  – Русский
○ Ukraininan  – Українська
○ Chinese  – 中文
○ Korean  – 한국어
○ Vietnamese  – Tiếng Việt
○ Georgian  – ქართული

 
● Areal similarity www.glottolog.org

 
● Demographic similarity

○ Japanese  – 日本人
○ Turkish  – Türk
○ Hebrew עִבריִת – 
○ Arabic عرب(ى – 
○ Hindi  – हिन्दी
○ Xhosa  – isiXhosa



Genealogical similarity

1. Niger–Congo (1,542 languages) (21.7%)
2. Austronesian (1,257 languages) (17.7%)
3. Trans–New Guinea (482 languages) (6.8%)
4. Sino-Tibetan (455 languages) (6.4%)
5. Indo-European (448 languages) (6.3%)
6. Australian [dubious] (381 languages) (5.4%)
7. Afro-Asiatic (377 languages) (5.3%)
8. Nilo-Saharan [dubious] (206 languages) (2.9%)
9. Oto-Manguean (178 languages) (2.5%)
10. Austroasiatic (167 languages) (2.3%)
11. Tai–Kadai (91 languages) (1.3%)
12. Dravidian (86 languages) (1.2%)
13. Tupian (76 languages) (1.1%)

www.ethnologue.com



Typological similarity

● Linguistic typology: classification of languages according to their functional 
and structural properties

○ explains common properties across languages
○ explains structural diversity across languages

“The classification of languages or components 
of languages based on shared formal characteristics.”



Linguistic typology example: phonology



Linguistic typology example: numerals

Feature 131A: Numeral Bases 

wals.info/chapter/131



WALS 

● 2,676 languages, 192 attributes

wals.info

Dryer, Matthew S. & Haspelmath, Martin (eds.) 2013.
The World Atlas of Language Structures Online.
Leipzig: Max Planck Institute for Evolutionary Anthropology.

Example from Georgi, Xia and Lewis (2010)



Automatic prediction of typological features

● Morphosyntactic annotation projection 
○ Sentence and treebank alignments to project feature annotations from similar languages 

● Unsupervised and semi-supervised feature propagation
○ Hierarchical typological clustering and majority value assignment 
○ Language-family based nearest neighbor projection
○ Matrix completion 

● Supervised Learning
○ Logistic regression
○ Determinant point process with neural features

● Cross-lingual distributional feature alignment 

Ponti, E.M., O’horan, H., Berzak, Y., Vulić, I., Reichart, R., Poibeau, T., Shutova, E. and Korhonen, A., 2019. 
Modeling language variation and universals: A survey on typological linguistics for natural language processing.  
Computational Linguistics, 45(3), pp.559-601.

TyP-NLP Workshop at ACL 2019 



Typological databases

Ponti, E.M., O’horan, H., Berzak, Y., Vulić, I., 
Reichart, R., Poibeau, T., Shutova, E. and 
Korhonen, A., 2019. Modeling language variation 
and universals: A survey on typological linguistics 
for natural language processing. Computational 
Linguistics, 45(3), pp.559-601.



URIEL

● URIEL typological compendium 
○ Phonology, morphosyntax, lexical semantics
○ 8.070 languages, 284 attributes, $439,000 values 

● lang2vec representations from URIEL  
https://pypi.org/project/lang2vec/

Littel, Patrick, David R. Mortensen, and Lori Levin. 
2017. URIEL Typological database. In Proc. EACL

Malaviya, C., Neubig, G. and Littell, P., 2017. 
Learning language representations for typology 
prediction.  In Proc. EMNLP

https://pypi.org/project/lang2vec/


Linguistic universals

● All languages have vowels and consonants 
● All (or at least nearly all) languages of the world also make a distinction 

between nouns and verbs



Approaches to low-resource/multilingual NLP 

● Manual curation and annotation of large-scale resources for thousands of 
languages in infeasible or prohibitively expensive 

 
● Unsupervised learning  (Snyder and Barzilay 2008; Cohen and Smith, 2009; 

Snyder, 2010; Vulić, De Smet, and Moens 2011; Spitkovsky et al., 2011; 
Goldwasser et al., 2011; Titov and Klementiev 2012; Baker et al., 2014, and 
many others)



Approaches to low-resource/multilingual NLP 

● Cross-lingual transfer learning – transfer of resources and models from resource-rich 
source to resource-poor target languages

○ Transfer of annotations (e.g., POS tags, syntactic or semantic features) via cross-lingual bridges (e.g., 
word or phrase alignments)

○ Transfer of models – train a model in a resource-rich language and adapt (e.g. fine-tune) it in a 
resource-poor language

● Zero-shot learning  – train a model in one domain and assume it generalizes more or 
less out-of-the-box in a low-resource domain

● Few shot learning – train a model in one domain and use only few examples from a 
low-resource domain to adapt it



Approaches to low-resource/multilingual NLP 

● Joint multilingual learning – train a single model on a mix of datasets in all 
languages, to enable data and parameter sharing where possible



Linguistic typology in NLP

Ponti, E.M., O’horan, H., Berzak, Y., Vulić, I., Reichart, R., Poibeau, T., Shutova, E. and Korhonen, A., 2019. 
Modeling language variation and universals: A survey on typological linguistics for natural language processing.  
Computational Linguistics, 45(3), pp.559-601.



Choosing transfer languages

Lin, Y.H. et al. 2019. Choosing Transfer Languages for Cross-Lingual Learning. In Proc. ACL. 
https://arxiv.org/pdf/1905.12688.pdf

https://arxiv.org/pdf/1905.12688.pdf


Open research problems

● how to extract typological features automatically from existing multilingual 
resources such as Universal Dependency treebank, UniMorph, Wikipedia, or 
Bible corpora

● how to accurately predict typological knowledge while controlling for 
genealogical and areal biases

● how to incorporate linguistic typology into models 
● how to alleviate negative transfer and catastrophic forgetting in multilingually 

trained models using typological knowledge 



Further readings

● Papers in tracks on morphology/phonology or multilinguality at *CL 
conferences

● Workshops: SIGMORPHON, SIGTYP, ComputEL, AfricaNLP, DeepLo, etc.



Class reading and discussion

● Reading 
○ Ponti, E.M., O’horan, H., Berzak, Y., Vulić, I., Reichart, R., Poibeau, T., Shutova, E. and 

Korhonen, A., 2019. Modeling language variation and universals: A survey on typological 
linguistics for natural language processing. Computational Linguistics, 45(3), pp.559-601.

● Discussion question
●
● What are some unique typological features of a language that you know 

regarding phonology, morphology, syntax, semantics, pragmatics?
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