
AR(p): Definition, stability and stationarity

A time series follows a zero-mean autoregressive process of order p, of AR(p), if

yt = φ1yt−1 + φ2yt−2 + . . .+ φpyt−p + εt,

with εt ∼iid N(0, v), for all t.

The AR characteristic polynomial is given by

Φ(u) = 1− φ1u− φ2u
2 − . . .− φpu

p,

with u complex-valued.

The AR(p) process is stable if Φ(u) = 0 only when |u| > 1. In this case the process is also stationary

and can be written as

yt = ψ(B)εt =
∞∑
j=0

ψjεt−j,

with ψ0 = 1 and
∑∞

j=0 |ψj| <∞. Here B denotes the backshift operator and so Bjεt = εt−j and

ψ(B) = 1 + ψ1B + ψ2B
2 + . . .+ ψjB

j + . . .

The AR polynomial can also be written as

Φ(u) =

p∏
j=1

(1− αju)

with αj the reciprocal roots of the characteristic polynomial. In this case for the process to be stable (and

consequently stationary), |αj| < 1 for all j = 1 : p.
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AR(p) : State-space representation

An AR(p) can also be represented using the following state-space or dynamic linear (DLM) model repre-

sentation:

yt = F ′xt

xt = Gxt−1 + ωt,

with xt = (yt, yt−1, . . . , yt−p+1)
′, F = (1, 0, . . . , 0)′, ωt = (εt, 0, . . . , 0)′. and

G =


φ1 φ2 φ3 · · · φp−1 φp

1 0 0 · · · 0 0

0 1 0 · · · 0 0
...

. . . 0
...

0 0 0 · · · 1 0

 .

Using this representation we have that the expected behavior of the process in the future can be exhibited

via the forecast function:

ft(h) = E(yt+h|y1:t) = F ′Ghxt, h > 0,

for any t ≥ p. The eigenvalues of the matrix G are the reciprocal roots of the characteristic polynomial.

Note that they can be real-valued or complex-valued. Complex-valued eigenvalues/reciprocal roots appear

in conjugate pairs.

Assuming the matrix G has p distinct eigenvalues we can decompose G into G = EΛE−1, with

Λ = diag(α1, . . . , αp) for a matrix of corresponding eigenvectors E. Then, Gh = EΛhE−1 and we have:

ft(h) =

p∑
j=1

ctjα
h
j .

ACF of AR(p)

For a general AR(p), the ACF is given in terms of the homogenous difference equation:

ρ(h)− φ1ρ(h− 1)− . . .− φpρ(h− p) = 0, h > 0.
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Assuming that α1, . . . , αr denote the characteristic reciprocal roots each with multiplicity m1, . . . ,mr,

respectively, with
∑r

i=1mi = p. Then, the general solution is

ρ(h) = αh
1p1(h) + . . .+ αh

rpr(h),

with pj(h) a polynomial of degree mj − 1.

Example: AR(1)

We already know that for h ≥ 0, ρ(h) = φh. Using the result above we have that

ρ(h) = aφh,

and so to find a we simply take ρ(0) = 1 = aφ0 and so a = 1.

Example: AR(2)

Similarly, using the result above in the case of two complex-valued reciprocal roots we have that

ρ(h) = aαh
1 + bαh

2 = crh cos(ωh+ d).

PACF of AR(p)

We can use the Durbin-Levinson recursion to obtain the PACF of an AR(p) and, using the same repre-

sentation but subsituting the true autocovariances and autocorrelations by their sampled versions, we can

also obtain the sample PACF. It is possible to show that the PACF of an AR(p) is equal to zero as h > p.
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